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Abstract—In blockchain ecosystems, an Oracle is a service tool
which provides real-world data for smart contracts and other
blockchain applications. At present, there are several Oracle
implementation schemes, e.g. centralized Oracles, decentralized
Oracles, and hardware Oracles. However, these schemes typ-
ically suffer from single source of data and low scalability.
Application Specific Knowledge Engine (ASKE) is an integrated
topic/application-centered knowledge portal that supports effec-
tive information retrieval and analysis. Inspired by ASKE, in this
paper, we propose a novel Oracle implementation scheme. The
proposed scheme can realize multi-source data extraction and
analysis, then working prototypes are demonstrated to show the
validity of the scheme.

Index Terms—Oracle, blockchain, application specific knowl-
edge engine (ASKE)

I. INTRODUCTION

Blockchain is a deterministic, closed system [1], [2]. At

present, it can only obtain data inside the chain, but not

the real-world data outside the chain, which means that the

blockchain is separated from the external world. However,

the execution of blockchain smart contracts require external

trigger conditions [3]. When trigger conditions rely on in-

formation outside the chain, these information need to be

written into blockchain first. This process requires the Oracle

to input real-world data into the blockchain. This is because

the execution results of smart contracts must be consistent, so

smart contracts are not allowed to actively conduct network

calls (since the external data obtained by different blockchain

nodes may be different, even the data obtained by the same

node at different times may also be different), otherwise the

execution results will be uncertain.

The real-world data or event that is sent to the blockchain as

a transaction via Oracle will serve as a deterministic input that

triggers the logical judgment of smart contracts. The Oracle

can provide a variety of data, such as the arrival time of flights

for the flight delay insurance smart contracts, the random

number for the gaming smart contracts, and the asset price
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in the financial derivative smart contracts. Therefore, Oracle

is the only interface for data interaction between blockchain

and the external world, and thus plays an important role in the

construction of blockchain ecosystems.

The Oracle’s workflow is: when smart contracts have data

requirements for the external world, the requests are first sent

to Oracle (Oracle usually also appears as a smart contract),

Oracle will obtain the real-world data through certain meth-

ods, then the data is returned to smart contracts within the

blockchain. In this process, the most important thing is to

ensure that Oracle gets the right data and the data has not

been tampered with.

Currently, there are three types of Oracles. (1) Centralized

Oracles. Such Oracles specify the data source by the users, and

then the Oracles go to the corresponding data source to extract

information (e.g. Provable1). Oracles do not interfere with the

choice of data source and the accuracy of data source itself.

However, centralized Oracles are usually operated by a single

organization, so there are risks of centralization and Single

Point of Failure (SPoF) [4]. (2) Decentralized Oracles. Such

Oracles are not controlled by a single institution and there is

no risk of SPoF. According to whether human participation

is required, the decentralized Oracles can be divided into

prediction markets Oracles (e.g. Augur2) and Layer-2 Oracles

(e.g. Chainlink3). The former obtains data through group

intelligence [5] and voting mechanism [6]; the latter collects

data through a group of off-chain nodes, and the collected

data is aggregated to get a final data. (3) Hardware Oracles.

Such Oracles are usually data collectors on the Internet of

Things, such as sensors in traceability systems and medical

devices that collect various medical data, etc. The widespread

use of blockchain technology in the Internet of Things field

will spawn a large number of hardware Oracles in the future.

However, the current mainstream Oracle implementation

schemes have the following problems: Firstly, the data source

is single. Users need to specify a single data source (such as a

webpage), but if the data source itself is false or maliciously

1Provable. https://docs.provable.xyz/
2Augur. https://www.augur.net/
3Chainlink. https://chain.link/
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tampered, the data returned by Oracle is also wrong. Secondly,

the intelligence is not high. Data can not be collected, cleaned,

and analyzed intelligently. Lastly, the scalability is not good,

and the performance will drop sharply as the number of

participating nodes increase. With the popularity of blockchain

applications, a large number of data query services are required

in the future, so it is necessary to design a new Oracle

implementation scheme that is automated, fast and accurate.

In this paper, we propose a novel new Oracle implementa-

tion scheme based on Application Specific Knowledge Engines

(ASKE) [7]. ASKE is an information acquisition and analysis

framework that can effectively collect and unify open source

information in specific domains, and integrates multiple data

analysis methods to analyze the collected data in multiple

dimensions. With ASKE, users do not have to specify a single

data source, and the web crawlers will automatically crawl the

relevant authoritative websites to collect the required data. The

data is aggregated off-chain to obtain the final result, then final

result is returned to blockchain smart contracts. This scheme

paves a new way for multi-data source Oracle implementation.

The remainder of this paper is organized as follows: Section

II introduces the concept and system architecture of the appli-

cation specific knowledge engines (ASKE). Based on ASKE,

Section III proposes a novel Oracle implementation scheme,

and two working demos are presented. The limitations and

future works are discussed in Section IV. Section V concludes

the paper.

II. AN INTRODUCTION TO APPLICATION SPECIFIC

KNOWLEDGE ENGINES (ASKE)

Application Specific Knowledge Engine (ASKE) is an in-

tegrated topic/application-centered knowledge portal, which

supports effective information retrieval and analysis. The basic

idea of ASKE is to create a series of web crawlers [8]

(also called spider agents, which is a program that auto-

matically fetches web documents), that can collect specific

information from heterogeneous data sources over the Internet

and establish a semantic data repository, then uses a Knowl-

edge Configuration File (KCF) to specify topics, keywords,

searching sequences and schedules for query processing. The

characteristics of ASKE are user specific, application specific,

and domain specific [9]. As shown in Fig. 1, ASKE consists

of five modules: data acquisition module, data repository,

domain-specific ontology, data analysis module, and data

visualization module [10]. The data acquisition module can

effectively acquires various types of open source information

through techniques such as web crawling [11], deep network

collection, dynamic network collection, and data filtering. The

data repository consists of two layers, i.e. the bottom layer

and the upper layer. The bottom layer stores the raw data

obtained by data acquisition module, and the upper layer stores

more specific domain-related information extracted through

domain ontology and data processing. Domain-specific ontol-

ogy usually include classes (concepts), individuals (instances),

attributes, inheritance, and relationships between classes and

individuals [12]. The data analysis module performs in-depth

analysis and mining of the collected open source data. The

data visualization module uses visualization tools to present

the analysis results.

The development of ASKE mainly consists of the following

two phases:

(1) Data repositories construction. This phase aims to build

data collection that is comprehensive and relevant. It includes

three sub-phases, namely, data collection, data preparation and

data silo. Data collection uses a module called Resource Iden-

tifier to locate domain relevant data resources (e.g. the sites

that are known to provide specific contents, web directories

that are dedicate to gathering related sites and web pages in

certain applications), and web crawlers are utilized to crawl

data. In data preparation sub-phase, data classifier is used to

categorize all the collected data. And a parser and an indexer

are applied to build up indices, lexicon library, and searchable

databases for data collection. Lastly, semantic data repositories

are constructed based on texture documents and structured

databases via ontology developer and metadata extractor [13].

(2) Searching by KCF. After semantic data collection is

completed, searches are conducted by KCF to help users to

accurately and easily locate required information.

In ASKE, how to implement the Resource Identifier and

web crawlers is very important. Ref. [9] proposed a recursive

collection-building procedure, which combined both manual

selection and automatic web-crawling methods. According to

[9], a limited number of seed URLs (authority sites) are first

identified through careful and systematic manual selections.

After the high-quality resources have been identified, the data

collection is automatically done by web crawlers. It is worth

noting that to make sure the fetched pages are relevant to

certain domains, the crawlers are limited within particular

hyperlinked resources from the Resource Identifier. To fetch

more pages in shorter time, crawlers can work in parallel.

III. WORKING PROTOTYPE

A. Workflow of the Proposed Oracle Implementation Scheme

For specific tasks in certain domains (such as sports com-

petitions, weather prediction, political elections, etc), we ask

domain experts to specify some authoritative websites (such as

government websites, official websites or portal websites). For

data query requests from blockchain smart contracts, the pro-

posed Oracle implementation scheme first determines which

domain the request belongs to, then ASKE is utilized to extract

information from authoritative websites (for the designated

websites, ASKE can achieve accurate information extraction

through customized wrapper), the results are analyzed and

aggregated to get a final result. Finally, the result is returned

to the blockchain, as shown in Fig. 2.

B. Working Demo

Since the proposed scheme is still a preliminary study, we

make a simple demonstration using football match results

query and weather query as examples. First, some authoritative

websites are selected in advance (for football match results

query, we choose CCTV.com, Sina Sports, Tencent Sports,
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Fig. 1. Application Specific Knowledge Engines (ASKE).

Fig. 2. Workflow of the proposed Oracle implementation scheme.

win007.com, NetEase Sports, etc. as authoritative websites;

for weather query, we choose weather.com, tianqi.2345.com,

Tencent Weather, Sohu weather, etc. as data sources). After

user specifies the query conditions, the web crawlers in ASKE

automatically collect the data on the websites. The returned

data are compared, analyzed and aggregated to get a final

result. The working demos are shown in Fig. 3 and Fig. 4.

IV. THE FUTURE WORKS

On the basis of the above preliminary work, we plan to do

the following works in the future:

• Accurate information extraction [14] from heterogeneous

data sources. Webpages are sometimes semi-structured

and mixed with free text. For the authoritative websites

in ASKE, the customized wrappers can achieve good in-

formation extraction performance. However, in the future,

the Oracle will include more heterogeneous data sources

for intelligent data collection, so it is impossible to build

wrappers for all data sources manually. Thus, we need to

study the processing mechanisms for semi-structured and

unstructured webpages. For semi-structured webpages,

the wrapper is constructed by automatic learning and

the information extractor is trained by statistical learning.

For unstructured webpages, the maximum entropy HMM

information extraction method can be used to train the

extractor. At the same time, the modification and updating

of the websites also make the manual way unable to

respond in time. In order to effectively track the changes

of websites and improve extraction efficiency, automatic

learning is used to construct the wrapper of authoritative

websites. Through collecting typical webpages as samples

for tagging, and by inductive learning [15] to obtain the

extraction rules, the automatic customization of wrappers

can be realized. Besides, by comparing the changes of

webpages structure before and after, the parameters of

wrappers are automatically adjusted to track the changes

of the webpages. On this basis, efficient information ex-

traction from heterogeneous data sources can be realized.

• Authenticity Proofs. An important requirement for Oracle

is to ensure that the data it returns to the blockchain

has not been tampered with. So Oracle needs to provide

the authenticity proofs for the returned data. Our current

Oracle implementation scheme does not provide this kind

of proof. Next, we may refer to the TLSNotary Proof,
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Fig. 3. Football match results query.

Fig. 4. Weather query.

Android Proof, or Ledger Proof that is used by Provable.

• Although the proposed scheme implements the multi-

data source information retrieval, the system itself is

still centralized. In the future, we consider building a

Decentralized Autonomous Organization (DAO) [16] to

allow more nodes to participate in the Oracle service e-

cosystems. Besides, we can use the reputation mechanism

[17] or Token incentive mechanism [18] to promote the

healthy operation of DAO.

V. CONCLUSION

In this paper, we propose a novel Oracle implementa-

tion scheme based on application specific knowledge engines

(ASKE). ASKE is a topic/application-centered information

retrieval and analysis system with characteristics of user

specific, application specific, and domain specific. The pro-

posed scheme can extract multi-source data from authoritative

websites and working demos show the effectiveness of the

system. Towards the end, limitations and future works are

discussed, and many aspects need to be refined in the future.
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