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Abstract—Blockchain, or distributed ledger, provides a way to
build various decentralized systems without relying on any single
trusted party. This is especially attractive for smart contracts,
that different parties do not need to trust each other to have
a contract, and the distributed ledger can guarantee correct
execution of the contract. Most existing distributed ledger based
smart contract systems process smart contracts in a serial
manner, i.e., all users have to run a contract before its result
can be accepted by the system. Although this approach is easy
to implement and manage, it is not scalable and greatly limits
the system’s capability of handling a large number of smart
contracts. In order to address this problem, we propose a scalable
smart contract execution scheme that can run multiple smart
contract in parallel to improve throughput of the system. Our
scheme relies on two key techniques: a fair contract partition
algorithm leveraging integer linear programming to partition
a set of smart contracts into multiple subsets, and a random
assignment protocol assigning subsets randomly to a subgroup
of users. We prove that, our scheme is secure as long as more
than 50% of the computational power is possessed by honest
nodes. We then conduct experiments with data from existing
smart contract system to evaluate the efficiency of our scheme.
The results demonstrate that our approach is scalable and much
more efficient than the existing smart contract platform.

Index Terms—smart contract, blockchain, scalability

I. INTRODUCTION

The blockchain is a decentralized ledger maintained by a
group of independent users. Users can add new blocks to the
blockchain through proof-of-work, i.e., solving a computation-
ally intensive problem and attaching the proof to the newly
generated block. Everyone who receives the new block can
easily verify the proof to determine whether the new block
is valid or not. When there are more than one branches,
users choose the longest one as the legitimate blockchain.
As long as the majority of the users are honest, an attacker
cannot fake a longer branch as he/she needs to control more
than 50% of the total computational resources to achieve
this [39]. The decentralized feature of the blockchain makes
it a perfect platform to implement business logic or process
such as smart contracts without requiring trust among parties
who are involved in the contracts [34], [7]. Briefly speaking, a
smart contract is a computer program that executes the terms
of a contract, which is submitted to the blockchain system
by its creators and embedded into a block. After the block
is accepted by the system, all users try to execute the smart
contract and create a new block to hold the execution result.
Everyone in the system checks the result before accepting
the new block and correctness is guaranteed if majority of
the users are honest. To encourage users to participate in
mining and execution of smart contracts, rewards/incentives

are provided to those who successfully produce a valid block
or a smart contract execution result.

The original design of proof-of-work based blockchain
system is not efficient, and many recent studies have been
done to improve the performance of crypto-currency based
systems [12], [14], [22]. However, these approaches are not
directly applicable to smart contracts mainly due to the extra
requirements of contract execution and additional complexity
for supporting smart contracts over blockchain. Currently,
most existing blockchain systems that support smart con-
tracts/chain codes execute contracts one by one in a strictly
sequential manner. The situation becomes even worse when
considering that smart contracts themselves could be more
computationally sophisticated than the mining process. For
example, a computationally extensive smart contract could
occupy all users’ computational resources and prevent other
smart contracts from being executed at all. There is a lack of
scalable technologies that allow efficient and high throughput
execution model of smart contracts, which greatly limits the
potential of smart contract based systems built on top of
blockchain.

To address these challenges, we develop a scalable
blockchain based smart contract system that enables multiple
smart contracts to be executed simultaneously. The new sys-
tem applies divide-and-conquer principle. It provides a novel
method to partition a set of smart contracts into subsets satis-
fying fairness constraints, and randomly assign each subset to
a subgroup of users without reducing the strength of proof-of-
work based systems. In this system, a smart contract is only
executed and verified by a subset of the users. However, we
prove that it captures almost the same level of security as
those systems that process smart contracts sequentially, i.e.,
correctness of the smart contract execution is guaranteed in
our scheme as long as majority of the users are honest.

In summary, our main contributions include:
• We provide a scalable smart contract execution scheme,

which provides a novel approach to partition smart con-
tracts satisfying fairness constraint; and then assign them
to users via a random assignment protocol;

• We present theoretical analyses of the proposed scheme
that show its correctness and security strength;

• We also conduct simulations to demonstrate practicality
of the scalable smart contract execution scheme.

The remainder of the paper is organized as follows. In
Section II we describe backgrounds and a formal definition
of our problem. In Section III we provide an overview of the
scalable smart contract execution scheme. Detailed design of
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key components is given in Section IV. Security and fairness
analysis of the proposed scheme are given in Section V
and Section VI. In Section VII we evaluate performance of
our approach with data collected from Ethereum. We review
related works in Section VIII and conclude the paper in
Section IX.

II. PRELIMINARIES

In this section, we provide a brief introduction of blockchain
and smart contract, and mathematical tools used in this paper.

A. Blockchain and Smart Contracts
A blockchain, or a distributed ledger, is a system involving

multiple users who work together to maintain a set of blocks
that are linked together[38]. Blockchain based systems are de-
veloped under different trust models with different consensus
protocols. In this paper, we are only concerned with proof-of-
work based public blockchain [25], which is the most widely
used blockchain scheme. Specifically, a proof-of-work based
public blockchain is a blockchain open to everyone, in which
all users compete with each other to solve computationally
intensive problems to build new blocks. When there are more
than one branches in the blockchain, users follow the principle
of longest-chain, i.e., the branch with the most number of
blocks is the legitimate one.

We remark that there are also other kinds of blockchain
systems, e.g., permissioned blockchain [37]. Although the
proposed approach is also applicable to smart contracts based
on permissioned blockchain, it is not the focus of this paper
because most permissioned blockchains do not depend on
proof-of-work.

Smart contracts have recently become one of the most
promising applications of blockchain technology. The concept
of a smart contract was first proposed by Szabo in 1997 [34]:
A smart contract is a set of promises, specified in a digital
form, including protocols within which the parties perform on
these promises. Roughly speaking, a smart contract is a piece
of program that consists of a set of rules and corresponding
operations of related accounts [40], [11]. Current blockchain
systems that support smart contracts work in a serial manner,
i.e., all smart contracts submitted to the system are executed
one by one sequentially, and each smart contract has to be run
by all users. As a result, existing smart contract systems do not
scale with the number of users and performance of contract
execution is limited due to the sequential execution model.

B. Terms and Notations
We summarize terms and notations that are used in this

paper as follows.

Users. Users refer to the real identities who participate in the
system.

Pseudonyms. Users are identified with pseudonyms, which are
their public keys and are chosen by themselves with the same
public parameters. If the length of a public key is β, we assume
that all the public keys are distributed uniformly in {0, 1}β .
If the original public keys are not uniformly distributed, we
can apply some transformations to guarantee this feature [4],
[35], [10].

Workload. The workload of a smart contract is the amount of
computation required to obtain result of this smart contract. In
general, a smart contract with heavier workload is associated
with a higher profit (e.g., concept of gas in Ethereum).

Rate. The rate is the ratio between the profit of a smart
contract and its workload.

C. Useful Probability Bounds
Our analysis used following probability bounds.

Lemma 1 (Chernoff Bounds [24]). Suppose X1, X2, · · · , X�

are independent random variables taking values in {0, 1}. Let
X =

∑�
i=1 Xi and μ = E[X]. Then for any δ ∈ (0, 1), we

have
Pr(X ≥ (1 + δ)μ) ≤ e−

δ2μ
3 .

Lemma 2 (Balls into Bins [30]). Suppose that there are n
identical balls and m identical boxes (or “bins”). Each time,
one of the bins is selected uniformly at random and a single
ball is placed into it. After all balls are in the bins, consider
the bin that contains the largest number of balls and let this
z be such a number, then for any ε > 0 there exists some
constant c such that

Pr[z ≥ (1 + ε)
n

m
] ≤ ε, if n > m logm.

Pr[z ≥ clogm] ≤ ε, if n ≤ m logm

Briefly speaking, with 1−o(1) probability every bin contains
no more than (1+ o(1)) n

m balls if n > m logm, and no more
than O(logm) balls if n ≤ m logm.

III. OVERVIEW OF THE SCALABLE SMART CONTRACT

EXECUTION SCHEME

In this section, we first analyze the essential requirements of
scalable smart contract execution and then provide an overview
of our proposed approach.

A. Essential Requirements
The basic concept for improving scalability of a blockchain

based smart contract system is natural: we divide smart
contracts into subsets and users within the system into groups
(which we call sub-committees), and let users in each sub-
committee only work on a subset of smart contracts. By doing
so, different smart contracts are executed simultaneously; and
scalability is thereafter achieved. However, a straightforward
implementation based on this natural idea may cause serious
problems regarding security and fairness, as we elaborate
below.

Security: Our scheme should ensure that any attacker or
malicious user who control a small percentage of compu-
tational resources cannot compromise or hijack the whole
system. There are two important issues. One issue is related
to the (absolute) percentage of computational power owned by
users. Note that a user may generate as many pseudonyms as
he/she wants. Hence we cannot simply partition pseudonyms
into sub-committees. Indeed, sub-committees should consist
of pseudonyms that have proved their computational power so
that the attacker cannot participate in all sub-committees and
strategically works on the smart contract that he/she prefers
by generating a lot of pseudonyms. To achieve this, when we
partition pseudonyms into sub-committees, we only consider
the set of pseudonyms that have generated blocks recently.
More precisely, we consider the most recent � blocks for some
constant � and only the pseudonyms that have generated one of
these blocks will be selected into one of the sub-committees.
Consequently, if an attacker generates a lot of pseudonyms,
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these pseudonyms will be ignored if no blocks are generated
by them. The second issue is related to the relative percentage
of computational power owned by users. Note that an attacker
only controls a small percentage of computational power with
respect to the whole set of users. However, once in a small
sub-committee, he/she may turn out to control more than 50%
of the total computational power within that sub-committee.
Therefore, the scheme needs to ensure that even if a user
controls majority of the computational power within a sub-
committee, he/she cannot manipulate the execution result of
the smart contract. To handle this, all the pseudonyms in
a sub-committee are treated as the same regardless of their
computational power. The execution result of a smart contract
is verified by pseudonyms within a sub-committee and will be
accepted if it is approved by a majority of them. Hence, to
manipulate the execution result, the attacker needs to control
more than half different pseudonyms in a sub-committee. We
prove that, if each pseudonym that has generated one of
the most recent � blocks is randomly assigned to one sub-
committee, then for any user who controls λ fraction of the
computational power, the probability that he/she can control
more than (1+ε)λ fraction of the pseudonyms within any sub-
committee is sufficiently low for arbitrarily small constant ε.
Therefore, an attacker cannot compromise the system without
being able to control more than (50 − ε)% of the total
computational power.

Fairness: To ensure that users in each sub-committee are
working on distinct smart contracts, it is required that users in
one sub-committee cannot work on smart contracts that belong
to another sub-committee. Such a requirement may cause some
problem regarding fairness. Indeed, if some sub-committee is
assigned with very profitable smart contracts while another
sub-committee is assigned with much less profitable ones, it
may harm the incentive of users to participate in the execution
of smart contracts. To handle this, we propose a two-level
load balancing scheme. First, we require that all the smart
contracts to be assigned to sub-committees are partitioned in
a balanced way in terms of their total workload and profits.
The partition program will be formulated as a special smart
contract and will be executed in advance. We show that,
in general, computing a balanced partition is NP-hard, and
we propose an efficient algorithm based on ILP (Integer
Linear Programming) techniques. Therefore, every user will
run the ILP-solver to produce a balanced partition, which is
the first level of our load balancing scheme ensuring that
workload and profits of smart contracts do not differ too
much among different sub-committees. The second level of
our load balancing scheme is to ensure that every pseudonym
is randomly assigned to one of the sub-committees. Therefore,
even if a user is assigned to a sub-committee working on less
profitable smart contracts at some rounds, he/she should be
assigned to a sub-committee working on more profitable smart
contracts at other rounds. In expectation, we prove that the
total workload finished by a user and the total profit he/she
can get is proportional to his/her computational power.

B. Overview of the Scalable Blockchain based Smart Contract
Execution Scheme

From a high level, our scheme works as follows: it first
collects n smart contracts, then creates a special smart contract
asking for a balanced partition of the n contracts into m
subsets. All users execute this special smart contract and

compute the partition. The scheme then checks the most recent
� blocks prior to this special smart contract and collects the
� pseudonyms that generate these blocks (if multiple blocks
are generated by one pseudonym, we create the same number
of copies of this pseudonym and treat each copy as distinct).
The scheme then creates m sub-committees, each containing
one subset of the smart contracts. It randomly assigns each
pseudonym to one sub-committee. Pseudonyms in each sub-
committee only work on the smart contracts of this sub-
committee (consequently if a user owns several pseudonyms
that are in different sub-committees, he/she is able to work
on smart contracts in these sub-committees). Within each sub-
committee, pseudonyms use the Byzantine protocol to reach
consensus on the execution results1. The execution result of
each smart contract is then broadcasted by the sub-committee
to the whole system. Users whoever mines the next block will
put the execution result in the block. The profit of a smart
contract will be evenly distributed among all the pseudonyms
in the sub-committee that executes it. Algorithm 1 gives an
overview of the scalable blockchain based smart contract
execution scheme. Details of sub-routings are discussed in the
following sections.

Algorithm 1 Scalable blockchain based smart contract execu-
tion scheme.

Input: L, the blockchain of the smart contract platform; n, the
number of smart contracts to be collected before execution;
m, the number of sub-committees; U , the set of pseudonyms
that have generated the most recent � blocks.

Output: Updated blockchain L with smart contracts and
execution results
% the system runs continually
while true do

% collection of smart contracts
for i = 1 to n do

User submits smart contract ci to L
end for
% the whole runs the special contract to partition a set
of smart contracts to subsets si, which are then submitted
to the blockchain
{s1, . . . , sm} ← Partition(c1, . . . , cn)
AddPartition(L, {s1, . . . , sm})
% every user achieves consensus on how to randomly
assign contract subsets, sub-committee Ai is responsible
for si
{A1, . . . , Am} ← RandomAssign(L,U, {s1, . . . , sm})
in parallel

ri ← Execute(U,Ai, si)
AddResult(L, ri)

end parallel
end while

Algorithm 1 only describes one-round smart contracts ex-
ecution. After the system receives enough number of smart
contracts, it can schedule another round of partition and
random assignment without waiting for termination of the
previous round. Therefore, the system can keep m smart
contracts running in parallel.

1Briefly speaking, the Byzantine protocol is a protocol that allows users in
a network to reach consensus on the correct result, given that more than 50%
of them are honest [21].
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Although there are some works on verifiable computa-
tion [17], [29], they usually involve expensive cryptography
operations and key management. For general smart contracts,
repeating the computation is still the most feasible way to
verify correctness of results. This prevents a smart contract
system from being scalable. In our scheme, this is not a
problem for the Partition operation as it uses a special
algorithm that is much easier to verify a result than to compute
one. We also limit verification of each smart contract result
within the sub-committee that it is assigned to. Once the result
is broadcast to the whole system, pseudonyms in other sub-
committees and miners who attempt to generate a block to
hold this result are not required to verify the result again.
Considering all these features, the proposed smart contract
execution scheme can achieve a speedup rate that is linear
to the number of sub-committees.

IV. EFFICIENT SMART CONTRACT EXECUTION

In the following two subsections, we discuss the two key
components of our scheme, the partitioning of smart contracts
and the assignment of pseudonyms to sub-committees.

A. Partition: Partitioning of Smart Contracts
The partitioning of smart contracts could be formulated as

the following fair load balancing problem.
Fair Load Balancing: Given a set J of n tasks. Each task j
is specified by

• a workload Wj which is random variable with its mean
wj = E(Wj),

• a rate rj for the processing of each unit of its workload,
i.e., the profit of processing task j is rjwj .

The goal is to partition J into m disjoint subsets
J1, J2, · · · , Jm in a fair way, that is, for some parameter
γ1, γ2 ≥ 1, the followings are true:

maxmk=1

∑
j∈Jk

wj

minmk=1

∑
j∈Jk

wj
≤ γ1, (1a)

maxmk=1

∑
j∈Jk

rjwj

minmk=1

∑
j∈Jk

rjwj
≤ γ2 (1b)

For simplicity, we define the workload and the profit of
each subset Ji as the total workload and total profit of tasks it
contains, respectively. Without loss of generality, we assume
wj , rj are integers (if not, we simply scale up the instance).

In this model, each task corresponds to a smart contract.
Note that all the smart contracts will be partitioned and
assigned to m sub-committees, therefore, it is required that
such a partition is fair in the sense that the total workload
assigned to different sub-committees, as well as the total
profit of the tasks assigned to different sub-committees, are
more or less the same. To measure the fairness, we introduce
two parameters γ1 and γ2, which are defined as the maximal
workload over the minimal workload, and the maximal profit
over minimal profit, respectively. Obviously the best partition
in terms of fairness satisfies that γ1 = γ2 = 1. The following
theorem, however, implies that the fair load balancing problem
is a challenging problem. Indeed, even determining whether
there exists a feasible solution satisfying that γ1 = γ2 = 1 is
NP-hard.

Theorem 1. The fair load balancing problem is NP-hard.

We have shown our proof of theorem in the full version of
this paper [15]. In the following part we show how to solve
the fair load balancing problem efficiently by utilizing integer
linear programming.

1) A Bi-objective Optimization Formulation: We can for-
mulate the fair load balancing problem as the following bi-
objective optimization programming.

min(γ1, γ2) (2a)
m∑

i=1

xij = 1, 1 ≤ j ≤ n (2b)

n∑

j=1

wjxij ≤ γ1

n∑

j=1

wjxi′j , 1 ≤ i, i′ ≤ m (2c)

n∑

j=1

rjwjxij ≤ γ2

n∑

j=1

rjwjxi′j , 1 ≤ i, i′ ≤ m (2d)

xij ∈ {0, 1}, 1 ≤ i ≤ m, 1 ≤ j ≤ n (2e)

We explain the variables. Here xij denotes whether task j
is in subset Ji, i.e., xij = 1 if task j is in Ji and xij = 0
otherwise.

We explain the constraints. Constraint (2b) implies that
every task must be assigned to one subset, whereas the solution
of the ILP produces a feasible partition. Constraint (2c) implies
that the total workload of tasks in one subset is no more
than γ1 times the total workload of tasks in another subset,
therefore, the maximal workload is no more than γ1 times the
minimal workload. Similarly, constraint (2d) implies that the
total profit of tasks in one subset is no more than γ2 times the
total profit of tasks in another set, whereas the maximal profit
is no more than γ2 times the minimal profit. Given γ1 and γ2,
we can test whether ILP(γ1, γ2) admit a feasible solution or
not.

Note that the two parameters γ1 and γ2 may contradict each
other, i.e., a solution that partitions tasks fairly in terms of
workload may result in an unfair distribution of the profits. A
common approach for bi-objective optimization is to compute
its pareto front [18], which is composed of all the points
(γ∗1 , γ

∗
2 ) such that by fixing γ1 = γ∗1 , the minimal value of

γ2 is γ∗2 .
To compute the pareto front, we can set γ1 to be different

values and change the objective into min γ2. We remark
that, by minimizing γ2, we establish a non-linear integer
programming.

We observe that, if we fix the values of γ1 and γ2, then the
bi-objective optimization program reduces to an integer linear
programming (ILP). We denote such an integer programming
as ILP(γ1, γ2). In general, integer linear programming can be
solved significantly faster than a non-linear integer program-
ming. Therefore, we can compute the pareto front by applying
binary search on γ2. Refer to the full version of this paper [15]
for an overview of the proposed algorithm.

2) Solving the ILP Faster.: We observe that, ILP(γ1, γ2)
has mn different 0-1 integral variables, and 2m2 + n con-
straints (including constraints (2b), (2c) and (2d)). Discussion
about how to solve the integer programming faster by reducing
the number of contraints to 0(m+n) can be found here [15].
This modified ILP can be solved efficiently using ILP-solvers
like Lingo or Fico Xpress. Detailed discussion about the
experimental results are presented in Section VII.
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B. RandomAssign: Random Assignment of Pseudonyms

According to the design given in Algorithm 1, each subset
of smart contracts generated by Partition is handled by
a sub-committee. Here we discuss the process to randomly
assign each pseudonym to one of the sub-committees. More
precisely, our scheme should ensure that for each pseudonym,
the probability that it is assigned to a sub-committee is
exactly 1/m. We show how to achieve this random assignment
problem in a decentralized system.

First, we prove that the random assignment problem is
equivalent with generating a random permutation of all users
(Theorem 2) [15].

Theorem 2. Let � be the number of pseudonyms, m
be the number of sub-committees, m|� and m < �.
Let U = {u1, · · · , u�} be the set of pseudonyms and
T = {T1, · · · , Tm} be the set of sub-committees. Assign-
ing each user randomly to a sub-committee is equivalent
with applying a random permutation p to U and assigning
(u

(p)
i n
m+1, · · ·u(p)

(i+1) n
m
) to Ti+1, where i = 0, · · · ,m − 1 and

u
(p)
j is the j-th user after the permutation.

In practice, it is not easy to select a real random permutation
efficiently, and we use pseudo-random permutation in our
scheme. The effect of this replacement is analyzed in the
following section. In a nutshell, the assignment process works
in three steps: first the system selects a random number; then
the random number is used to construct a pseudo-random
permutation; and finally smart contract subsets are assigned
accordingly to the constructed sub-committees.

Random number generation. A randomness source is the
precondition for pseudo random permutation construction. Be-
cause our scheme works in a fully decentralized environment
and there is no trusted party, we cannot rely on any single
party for random number generation.

Instead of running a dedicated protocol between all users to
generate a random number [2], [6], we use the blockchain itself
as the randomness source [5]. As we consider the scenario
where the blockchain is constructed using proof-of-work [25],
the nonce calculated by the miner can provides some random-
ness. The time stamp is also a source of randomness. We then
apply a random bits extractor [13] to the source to build the
random number.

Random permutation construction. A block cipher is in-
tended to be computationally indistinguishable from random
permeation [3]. Roughly speaking, given a block cipher
scheme with random keys and a random permutation, an
attacker with limited computation resources cannot distinguish
them by observing input/output pairs. For our scheme, we
use AES as the underlying block cipher, which has received
intensive study and is believed to be a secure pseudo ran-
dom permutation [26]. The AES encryption/decryption key
is derived by applying HMAC [13] to the random number
generated in the previous step. After the random number is
generated, all users in the smart contract system can learn the
value of the key. This is not a problem for our scheme as we
utilize AES for permutation, not confidentiality protection.

Without loss of generality, let each pseudonym u be identi-
fied by a public key pku, where |pku| = β. If 128 � β, we pad
pku with zeros to make sure the padded result is a multiple
of 128. The padded public key is denoted as pk′u and the new

length is β′. The padded public key is then encrypted using
AES CBC mode, denoted as E(pk′u).
Smart contract subsets assignment. The encrypted public
key can be treated as an integer, and we divide the cipher-

text space to m parts: [0, 2β
′

m ], [ 2
β′

m +1, 2 · 2β
′

m ], · · · , [(m−1) ·
2β

′

m , 2β
′
]. The cipher-text of a public key falls into one of the

m parts with probability 1/m. The i-th smart contract subset
is assigned to pseudonyms with encrypted public keys that
fall into the i-th slot. Because public keys, the AES key, and
the dividing information are public, it is easy for one to check
which subset of contracts is assigned to a specific pseudonym.

C. Execute: Smart Contracts Execution and Results Collec-
tion

After each subset of smart contracts is assigned to a sub-
committee, pseudonyms in each sub-committee run the as-
signed contracts one by one and submit corresponding results
to the system. We discuss execution of a single smart contract
c.

A pseudonym u who is assigned to c executes it locally and
obtains the result r. u also generates a digital signature sig on
r. Other pseudonyms in the same sub-committee do the same
thing and they can run a BFT protocol to determine the final
result; and broadcast it to the whole system. A straightforward
approach to build the final result is to attach all digital
signatures together with the execution result. However, the
size of the broadcast message increases as more pseudonyms
are included in the sub-committee. To mitigate this problem,
we leverage multi-signature scheme [27] to compress multiple
signatures for the same message (i.e., the execution result) into
a single signature.

One who receives the broadcast result first checks whether
the result is generated by legitimate pseudonyms (by checking
the random assignment of pseudonyms) and supported by
enough number of pseudonyms in the sub-committee (by
checking the aggregated digital signature). If the result passes
these tests, one can start the mining process and try to embed
the result in a new block.

V. SECURITY ANALYSIS

In this section, we analyze the security of the proposed
scalable smart contract execution scheme. As a user can
create multiple pseudonyms, Theorem 3 shows that he/she
cannot generate enough number of pseudonyms to dominate
a sub-committee unless he/she controls more than half of the
computation resources.

Theorem 3. Let ε > 0 be an arbitrarily small positive number
and λ ∈ (0, 1) be any constant. Let � ∈ Z+ be such that
λ� ≥ max{ 1

ε2 ln
1
ε , cm logm} where c is some constant, then

with sufficiently high probability (at least 1−2ε), for any user
that controls λ fraction of the total computation power, the
number of his/her pseudonyms in each of the m sub-committee
does not exceed (1+ ε)2 λ�

m , i.e., he/she cannot own more than
(1 + ε)λ fraction of the pseudonyms in every sub-committee.

Here c is some universal constant that follows from the
constant appears in the fundamental problem of “Balls into
Bins”as we described in Section II-C. Note that c is indepen-
dent of λ, �,m and only depends on ε.

Briefly speaking, the theorem states that with high prob-
ability our scheme ensures that the fraction of pseudonyms
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belonging to one user in each sub-committee does not exceed
the fraction of computational power owned by him/her, con-
sequently, taking λ = 1/2−2ε, no user can control more than
50% pseudonyms in each sub-committee as long as he/she
does not control more than (50−ε)% of the total computational
power, and the security of our scheme is ensured. Note that it
is required by the theorem that � = Ω(m logm), that is, the
number of sub-committees needs to be bounded by roughly
O(�/ log �). A complete proof can be found in the full version
of this paper [15].

VI. FAIRNESS ANALYSIS

Fairness is critical for the new scalable smart contract
execution scheme. If smart contract partition is not fair, users
may not have the incentives to run certain smart contracts,
which will affect the overall scalability. In this section, we
show that the proposed scheme ensures both the long term
and short term fairness for all users.

Long term fairness. We prove the following theorem, which
shows that in expectation, workload and profit of smart con-
tracts are distributed among users in fair way, that is, it is
proportional to the computational power of a user. This is
reasonable as users with more computational power are able to
process more tasks, and consequently get more reward. Note
that this is also the case with the current public blockchain
system such as Bitcoin or Ethereum.

Theorem 4. In expectation, any user who controls λ ∈ (0, 1)
fraction of the total computational power will complete λ
fraction of the total workload and get λ fraction of the total
profit.

We remark that the total profit is
∑n

j=1 rjwj , but the total

workload is not
∑n

j=1 wj but rather �/m · ∑n
j=1 wj since

in each sub-committee, execution of every smart contract is
repeated by every pseudonym, hence the workload is increased
by �/m times.

Towards the proof, we need the following lemma which
follows readily as a consequence of the random assignment of
pseudonyms to sub-committees.

Lemma 3. If every pseudonym is randomly assigned to one
of the m sub-committees, then the expected workload finished
by him/her is

∑n
j=1 wj

m , and the expected profit got by him/her

is
∑n

j=1 rjwj

� .

Proof of theorems and lemmas in this section can be found
here [15].

Short term fairness. Note that the total workload finished by
a user and the reward received converges to the expectation in
the long run. However, if a user joins the system and leaves
after a short time, then his/her workload and profit may vary.
Though the expectation is fixed, it makes much difference if
he/she is lucky and assigned to more profitable smart contracts
vs. if he/she is unlucky and assigned to less profitable smart
contracts. Indeed, users who are unlucky may also have less
incentives to continue participating in the system. Therefore
it is also important to ensure short term fairness among users,
that is, the total workload and profit of smart contracts in
each sub-committee should be similar. Our scheme handles
this by its ILP-based load balancing algorithm that returns
a solution such that the difference of workload and profit
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Fig. 1: The input data is collected and normalized from the first
100 transactions of Ethereum on May 31, 2016. The subset of
20 inputs are marked by square symbols.

among sub-committees are bounded by γ1 and γ2, respectively.
We provide experiment results in Section VII, which shows
the values of these two parameters by taking as input the
real data collected from Ethereuam. The experimental results
suggest that, γ1 and γ2 can both be close to 1 for, e.g., 5 sub-
committees and 100 smart contracts. Therefore, even if a user
joins the system and leave shortly afterwards, he/she can be
treated in an approximately fair way no matter he/she is lucky
or unlucky.

VII. EXPERIMENTS AND EVALUATION

We have proved in the previous sections that our scheme
ensures the security and long term fairness among users (Note
that correctness of Theorem 3 and Theorem 4 do not rely on
partition of smart contracts). The short term fairness, however,
relies on how evenly smart contracts can be divided among
sub-committees, which is guided by the two parameters γ1 and
γ2. Ideally, if γ1 = γ2 = 1, then perfect short term fairness is
achieved. However, if the data is not distributed nicely, then
it may be impossible to partition smart contracts in a good
fashion. For example, consider two smart contracts, one of
profit 1 and the other of profit 100. Partitioning them into two
subsets yields a solution with γ2 = 100, which may be too
large to be acceptable. In reality, however, the data is neither
too good nor too bad. The goal of this section is to calculate
the values of γ1 and γ2 by taking as an input the real data
collected from Ethereum, thereby illustrating that our scheme
can achieve approximate short term fairness if it is applied to
a smart contract system such as one similar Ethereum.

Throughout this section, we use the data taken from
Ethereum on May 31, 2016 (see Fig. 1). As the ILP-solver
for the sub-routine Partition(c1, . . . , cn), we run LINGO
11 on Windows 10 64bit with 16 GB total memory and an
Intel R©CoreTMi7-4790S CPU. LINGO is a comprehensive tool
to solve integer linear optimization problem.

Let m = 5. We fix the value of γ1 and compute the minimal
value of γ2. Each pair of the values (γ1, γ2) is a pareto optimal
solution. We compute all the pareto optimal solutions and
derive a pareto front, as is illustrated by Fig. 2a. From the
figure, we see that γ1 drops to almost 1 when γ2 is around 1.4,
hence 5 sub-committees works well for 100 smart contracts.

We further discuss the possibility of increasing m with
respect to the 100 smart contracts. In Fig. 3a, we ignore the
fairness of workload in the partition by setting γ1 to be some
large value (here we use γ1 = 100), and focus on the value
of γ2 with respect to m. We observe that, γ2 remains around
2 until m = 15, and increases quickly to nearly 20 when
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Fig. 3: (a) n = 100, γ1=100, the minimal γ2 with respect to
m; (b) n = 100, γ2=100, the minimal γ1 with respect to m.

m = 30. In Fig. 3b, we ignore the fairness of profit in the
partition by setting γ2 = 100, and focus on the value of
γ1 with respect to m. We observe that, γ1 remains slightly
larger than 1 until m = 8, and increases fast to nearly 25
when m = 30. The trend of increasing on both parameters is
not difficult to understand. Generally, dividing a fixed number
of smart contracts into more sub-committees resulting less
number of smart contracts within each sub-committee, causing
the workloads and profits among sub-committees to differ
more. This phenomenon is further illustrated in Fig. 2b, where
we compute the pareto front of (γ1, γ2) for m = 5 by taking as
an input a subset of the 100 smart contracts (see the squared
data in Fig. 1). We can see that the whole pareto front for
n = 100 is completely below the pareto front for n = 20.

Note that m measures the scalability of our scheme. While
ensuring the short term fairness, the scalability of our scheme
increases with more smart contracts. If there are sufficiently
many smart contracts, we may expect that most of them have
very similar workloads and profits (as we can already see
from Fig. 1), allowing for a good partition into much more
sub-committees.

VIII. RELATED WORKS

Related work on blockchain based transaction systems. The
study of e-cash systems is not new. There are various well-
known online payment systems, including Visa, Mastercard,
Paypal, and Moneygram. Theoretical studies on anonymous
e-cash systems date back to 1983 by Chaum [8], which is
followed by a series of subsequent researches, e.g. [31]. One
property that is shared by all of such systems is that they
are centrally or quasi-centrally administrated in the sense that
there exists a central controlling authority (e.g., bank) who has
access to the information of all transactions carried out within
the system. A well-known exception, Bitcoin, was introduced
by Nakamoto [25] in 2008. Instead of appointing a central
authority, Bitcoin uses a public ledger, which is also known as

a blockchain, to record transactions carried out between users.
Following this line of research, various alternative blockchain
based transaction systems are proposed [23], [32], further
improving the performance of Bitcoin. All of these transaction
systems focus on mining and transactions between users.
Ethereum [36] goes further by introducing smart contracts in
a blockchain based system. We remark that, the concept of
smart contract is actually not new. In 1997, Szabo [34] first
introduced smart contract. It could be viewed as a counterpart
of a contract in an online system. However, implementing
smart contracts in a decentralized blockchain based transaction
system is a major challenge. Ethereum proves to be a success-
ful attempt that brings smart contracts into a blockchain based
system, yet it fails to achieve scalability, that is, smart contracts
have to be executed serially in the system, yielding a major
problem once there are a large number of smart contracts. In
this paper, we focused on the scalability problem.

Related work on partitioning and load balancing. We give
a brief overview on algorithms for the load balancing problem.
In the load balancing problem, we are given a set of n integers
{a1, a2, · · · , an}, and the goal is to partition them into m
disjoint subsets S1, S2, · · · , Sm such that the ratio between
the largest load and the smallest load of subsets is minimized,
where the load of a subset is defined as the summation of the
integers in this subset. More precisely, the goal is to find a

partition such that
maxm

i=1

∑
j:aj∈Si

aj

minm
i=1

∑
j:aj∈Si

aj
is minimized.

The load balancing problem is a fundamental problem in
computer science and has received much study under different
context, e.g., scheduling, resource allocation, bin packing. It
is a classical NP-hard problem [16]. Exact and approximation
algorithms are presented and analyzed in [19], [9]. Various
heuristics are analyzed in [41], [20], [33].

We remark that, in our model, we need to solve a problem
more general and harder than the classical load balancing
problem. In addition to the integers, we also associate a profit
for every integer and require that the total profit of subsets
are also balanced. Thus, the sub-problem of partitioning smart
contracts in our model falls into the category of bi-objective
optimization problems that builds upon the load balancing
problem. We adopt the common approach [18] for bi-objective
optimization by computing all pareto optimal solutions for the
sub-problem.

IX. CONCLUSION

We design a scalable smart contract scheme that allows
smart contracts to be executed much more efficiently in a
blockchain based transaction system. Our scheme collects a
set of smart contracts to be executed, and then creates a special
smart contract to partition them and assign them to users. Our
approach relies on two important techniques – A fair partition
of smart contracts based on integer linear programming (ILP),
and a random assignment protocol that allows each subset of
the produced partition to be assigned randomly among users.
Then we evaluate our approach by applying it to the data
collected from Ethereum.

A potential limitation of our approach is that it relies on
the efficiency of the ILP solver. The current solver, e.g.,
GUROBI [28] or SCIP [1], is able to solve an ILP with up to
1,000 binary variables in a short time. This means, in certain
scenario, our scheme may create a special smart contract
whenever it collects 1000 or less smart contracts, otherwise
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ILP optimization could take too much time and reduce the time
saved by introducing divide-and-conquer. While this may be
acceptable in practice, it is desirable that the scheme can work
for an even larger set of smart contracts. It is an interesting
open problem for future research whether we can achieve the
more efficient and scalable partition without resorting to ILP
solvers.
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